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Abstract

We introduce GIsT, a decentralized federated learning frame-
work for tiny microcontrollers. Rather than considering all
model parameters as equally important, we let devices get
the “gist” of the updates. Our contribution has three pillars:
(1) it segments model parameters by their importance, identi-
fying the most impactful updates; (2) it shares the segments
probabilistically, ensuring rapid propagation of important
knowledge while maintaining model diversity; and (3) it ag-
gregates updates using a success-based scheme, giving more
weight to information from better-performing peers. We im-
plement and validate GisT through various simulation exper-
iments, realistic large-scale emulation, and deployment on a
physical cluster of ESP32-S3 microcontrollers. Across three
models and two tasks, GIsT outperforms existing baselines,
achieving higher accuracy and faster convergence, especially
in larger networks consisting of hundreds of devices.
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1 Introduction

Internet of Things (IoT) devices, particularly microcontrollers,
are often resource-constrained with limited processing power,
memory, and connectivity options [1, 2, 10]. Added to this,
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the data generated by these devices is often sensitive and pri-
vate, and changes over time. These make it difficult to share
data with a central server for training, demanding a decentral-
ized approach to learning directly on device. Federated Learn-
ing (FL) enables collaborative machine learning on decen-
tralized data, thereby preserving data privacy [5, 12, 25, 33].
However, the reliance of conventional FL on a central aggre-
gation server introduces single point of failure and limits
scalability. Decentralized FL (DFL) addresses these limita-
tions by direct parameter sharing among devices, making it
particularly suitable for IoT networks. Nevertheless, DFL im-
poses significant computation-communication overhead, a
critical challenge for resource-constrained microcontrollers
that form the backbone of many IoT applications, to the
extent that the vanilla DFL is barely feasible on such devices.
Challenges. Existing approaches to mitigate this overhead,
such as segmented gossip [9] often rely on random segmen-
tation, which is inefficient. While importance-based model
pruning is explored in centralized FL [18, 30], these meth-
ods typically hinder convergence. The application of more
nuanced, importance-driven segmentation in DFL remains
largely unexplored. On-device tasks like partial updates and
model segmentation must be optimized to stay within hard-
ware limits [17]. Additionally, consistent updates without a
central server requires reliable decentralized communication.
Further, data on IoT devices is often non-i.i.d. (independent
and identically distributed) and unbalanced. DFL systems
must be robust to handle data heterogeneity [21].

Approach. To bridge this gap, we propose GIsT, a dynamic
segmentation method tailored to microcontroller-based DFL
networks. Our approach integrates three key mechanisms:
parameter importance, probabilistic segment sharing, and
success-based aggregation. Instead of treating all model pa-
rameters equally, our method prioritizes segments contain-
ing more impactful updates. These prioritized segments are
then shared more frequently through a probabilistic mecha-
nism, ensuring a balance between exploiting important up-
dates and exploring the wider parameter space. Furthermore,
our success-based aggregation scheme weights incoming
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model updates based on the sender’s performance, enhanc-
ing the quality of the aggregated model.

Contribution. Our key contributions are:

> A novel dynamic segmentation method for DFL that prior-
itizes model updates based on parameter magnitude.

> A probabilistic sharing mechanism that balances exchange
of important segments with model diversity.

> A success-based aggregation strategy that weights updates
by the sender’s performance.

> Implementation and evaluation across simulation, emula-
tion, and physical hardware on three models and two tasks,
demonstrating its effectiveness and practicality in resource-
constrained environments.

2 Related Work

Two main mitigation strategies have gained prominence for
DFL in IoT: model segmentation to reduce transmission size
and gossip-based communication for efficient information
propagation. We examine prior work in these areas, focusing
specifically on approaches suitable for resource-constrained
IoT environments where our proposed system operates.
Gossip Communication. Gossip learning is a decentral-
ized approach where devices exchange model parameters
with random peers to gradually propagate updates across the
network, mitigating the communication overhead of broad-
casting to all nodes. However, without a central server, the
dynamic nature of DFL networks makes neighbor selection
challenging [20, 34]. Several approaches try to address this.
[28] proposes a method with a predefined communication
structure where nodes exchange beliefs about model parame-
ters only with their immediate neighbors. GossipFL [27] uses
a semi-decentralized model with a coordinator that gener-
ates a gossip matrix to guide peer-to-peer model exchanges,
optimizing bandwidth. CHOCO-GOSSIP [11] reduces com-
munication by allowing nodes to exchange compressed or
quantized updates [3], which is advantageous in large-scale,
resource-constrained environments.

Segmentation Strategies. Model segmentation divides the
global model into smaller parts to reduce communication
and computational load. While some centralized FL methods
use structured or sketched (compressed) updates [13], DFL re-
quires peer-to-peer aggregation of segments. One approach,
FIARSE [30], dynamically creates submodels by selecting
parameters with the highest magnitude, assuming they are
the most important [22]. This risks omitting learned features
from local data. Combo [9] proposes a segmented gossip pro-
tocol where the model is divided into equal, non-overlapping
segments. Nodes pull different segments from various peers
to reconstruct a full model replica. This reduces commu-
nication overhead but introduces synchronization delays,
making it less practical for real-world applications. Other
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methods focus on partial updates. For instance, [29] pro-
poses exchanging partitioned gradient updates. To improve
convergence, AdaStair and AdaLoss [31] introduce adap-
tive learning rate adjustments based on training rounds or
model loss, respectively. However, these methods often rely
on static segmentation or heuristics that may not adapt well
to the dynamic nature of data and model updates in DFL.
Static partitioning can be inefficient, while magnitude-based
selection risks discarding crucial weight updates. A key chal-
lenge remains in dynamically identifying and prioritizing the
most impactful segments for exchange to maximize learning
efficiency while minimizing communication overhead.

Our proposed method addresses this gap by introducing a
probabilistic, importance-aware segmentation strategy that
adapts to model dynamics, advocating for the most relevant
information to be efficiently propagated through the net-
work. Table 1 compares prior art in DFL with our proposed
method. It highlights the unique features of our approach,
such as serverless operations?, gossip communication, partial
updates, asynchronous aggregation, selective segmentation,
and probabilistic sharing.

3 GisT Design

Our proposed method specifically addresses the challenge of
selective parameter sharing by prioritizing more impactful
model parameters during communication and weighting
aggregation based on sender accuracy, ultimately improving
convergence performance compared to traditional random
segmentation approaches.

3.1 Segmentation & Aggregation: A Primer

Following local training on each device, the model param-
eters are partitioned into sparse segments. These segments
are then exchanged among devices and aggregated to pro-
gressively build an aggregated model. A segment is a sparse
selection of parameters from different layers of a model. Our

Table 1: Comparison of FL Solutions

Methods Server- Gossip Partial Async Selective Prob.

less Comm. Update Agg. Segment. Sharing
FedAvg [21]| X X X X X X
GossipFL [27]| X v X X X X
FedLAMA [16]| X X v v 4 X
FIARSE [30]| X X v X v X
P2pP [28]| V/ X X 4 X X
CHOCO [11]| 7/ v X 7 F3 X
AKO [29]] V v v v X X
Combo [9]| V v v X X X
AdaStair [31]| v v v v X X
YOGA [18]| X X 4 X v X
Gist| v v 4 v v v

INot to be confused with serverless akin to Function as a Service (Faa$).
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framework supports two segmentation strategies: random
and importance-based, a key contribution of GisT.

Our aggregation process integrates received parameter
segments with the device’s local model, moving toward
global convergence. The receiver device starts the aggrega-
tion by aligning each received segment to its known position
using the assigned bitmap. Integration is facilitated by a divi-
sion tensor, as illustrated in Fig. 1. This step is executed once
a device accumulates a predefined number of segments.

Let w! € R” denote the local model at round ¢, where n
is the number of all model parameters. The device receives
N € N model segments from neighboring devices, each
consisting of a binary bitmap and an associated value vector:

{(b;, Si)}ﬁ\il,

Each bitmap b; indicates which parameters were sent, con-
taining exactly d = {g] ones, where S € N is the total number
of model segments:

b; € {0,1}", s; € R?

Diby=d,  Vie{l,.., N} (1)
j=1

Letm; : {1,....d} — {j € {1,...,n} | bjj = 1} denote
the strictly increasing mapping that returns the index of
the k-th one in bitmap b;. The aggregated parameter tensor
r € R" is computed by assigning the values from s; to their
corresponding parameter indices in b;:

N
ri= > 60 = mk) - si

d
Vie{l,....,n} (2
k=1

i=

—

d(+) denotes the Kronecker delta; only transmitted parame-
ters contribute to the sum. This assigns s; to the position
of the k-th one in the bitmap b;, and is added to the corre-
sponding index j = x;(k) in the total received tensor. Any
parameters added to a segment are chosen randomly from
the local model. For aggregation normalization, we define
the division tensor ¢ € R" that counts how many times each
parameter index j was received:

Vjie{l,...,n} (3)

Finally, the model update is performed by computing a weighted

average of the accumulated received values and the local
model parameters, normalized by the number of total contri-
butions (including the local one):

) ¢
DY ey ()
T g+l
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The replica model's parameters are
calculated using a division tensor
and then added to the local model.

Local Model
Updated Model

Figure 1: Aggregation on the receiver microcontroller.

3.2 Our Method

We introduce a DFL approach that segments the model based
on parameter importance, prioritizing the propagation of
more impactful parameters. Our method enhances model
accuracy by synergistically combining importance-based
segmentation, probabilistic segment selection, and success-
based aggregation. This offers a fine-grained alternative to
sharing entire model updates and a more dynamic approach
than layer-level parameter ranking. The essential opera-
tions of the proposed method are illustrated in Fig. 2. The
process begins by partitioning parameters into segments
based on importance thresholds, which are derived from
the desired number of segments. During communication, a
probabilistic selection mechanism is employed, giving more
important segments a higher probability of being shared.
This strategy is balanced to ensure that less important seg-
ments are still shared periodically, mitigating model bias.
Following the local training step, model accuracies on a com-
mon test set Dy, are shared alongside the segments. This
enables success-based aggregation, where received segments
are weighted by the accuracy of their source nodes.

Importance-Based Segmentation. In GIsT, the parameters
of a local model are partitioned into S segments according
to their magnitude, which acts as a proxy for importance.
We start by calculating the percentile of the local model and
creating S thresholds 7 € RS which are later used to divide
the model parameters into S segments. First, the absolute
value w’ of the local model at the round ¢ is calculated for

each element w! = ||w!||,Vie{1,...,n}. Subsequently, the
values are ordered in non-descending order. For i=1,...,S
we set the target qiz% and determine

a

pi = 100 n—1), ki = |_piJ+1: O'=Pi—|.PiJ-

The threshold 74, is obtained by linear interpolation,

w! ki=n
(k)’ 1 g
Ty = 4 (5)

t =t =t
Wi + O'(W(k+1) - w(k)), 1<k;<n.

Each parameter is assigned to exactly one segment. Let
di=|Si|, i=1,.. ., S. We define

si={jell . on} [ Iwjllzm A (=S V |lwjll<zia) }, - (6)



FLEdge-Al "25, November 4-8, 2025, Hong Kong, China

Model
Dooooooo
Dooooooo
oooooooo
oooooooo

DooEEEEN
EEEODOEEN
EOEEOEON
EODEEEEEDO

. [m]

:Each parameter is compared
— : with threshold values and —>

: placed in a segment

OEEODOoEEN
EEEEOEON
EEDODEEEDE
IO0EEOOEDE

Dooooooo
Dooooooo
Dooooooo
ooooooog

O Represents a parameter

Asadi et al.

Segment 1

Segment 2 Segment 3

(em &) -0

Share the segment
with a receiver device

Probabilistic

—» Segment _,
Selection

Segment 3

Figure 2: Segment creation and exchange in GisT.

Sender . M = Number
Accurac Array of Parameter Values of parameters
1Byte : M/8Bytes : 4x MBytes in the model

Figure 3: Contents of a model update message.

Hence d; is the number of parameters that meet the i-th
threshold and are not counted in any other segment. Pa-
rameters with magnitudes below the smallest threshold are
not transmitted. This deliberate omission speeds up conver-
gence and stabilizes training, which is particularly beneficial
in DFL with non-i.i.d. data, where unstable convergence is
often seen. For the transmission we define the bitmap en-
tries as bij = I{TiSHWJt-||<Ti+1 },VjE{l, Ceey n}. An entry bijzl
indicates that the magnitude of the j-th model parameter
lies within the interval [z;, 7;41) and therefore belongs to
segment i, or otherwise b;;=0.

Probabilistic Communication. The probability of sharing
a segment is proportional to its importance, calculated via
the softmax over the average parameter values within each
segment (Eq. 7). 5; is the average of parameters in segment i.

exp(s;
p(si)_ @
2 exp(s;)
Success-Based Aggregation. The aggregation process, there-
fore, modifies the formulation from Section 3.1. Let a; € [0, 1]
be the accuracy associated with segment i from a peer, and

let ajocal denote the accuracy of the local model. The received
tensor and division tensor are computed as:

P(i) =

N d

D a8 = m(k) - s,

9; = Zai'bij,

i=1
The received tensor is then computed by including the local
model, weighted by its accuracy:

Vie{l,...,n} (8)

Vie{l,...,n} )

t

ri+ Ajocal * W
J oca Jj
witl= ———— 2

g R Vje{l,...,n}

¢j + Ajocal (10)
Finally, the local model is updated for the next round witl,
This accuracy-weighting scheme allows updates from more
reliable peers to have a greater influence on the local model.
The key steps of our method are outlined in Algorithm 1, com-
prising three main stages: importance-based segmentation,
probabilistic communication, and success-based aggregation.

Algorithm 1 GisT - Importance-based Segmentation, Prob-
abilistic Communication and Success-Based Aggregation

Input: |sy¢c|: Total received segments, w;: Initial parameters of
device i, D;: Local dataset of device i, Diest: Local test dataset, k:
Number of devices to share with per round, z,: Model receive
threshold for aggregation, S: Number of segments, T: Total
communication rounds, E: Number of epochs, 1: Learning rate

1: fortto T do > Runs in parallel on each device
2 Dit = (split D; into batches of size Z)
3 for mto E do
4 for S € Dl? do
5: wit =wl —pVF(wl,d)
6 end for
7 end for
8 forito S do > Segment Creation
9 _ 100-i
9i = "5
10: 7; = Percentile(|w’|, g;)
11: for j ton do
12: si = Equation 6
13 bij = U mi<llwtl<tin )
14: end for
15: end for
16: Aocal = Accuracy(wit, Drest)
17: for i to k do ) > Communication
. N — exp Siﬁ
18: 0 2.jexp(s;)
19: n = SelectRandomDevice()
20: Share(ajycqrs b, P(i), n)
21: end for
22: if [syec| > 7 then > Aggregation
23: for j ton do
24: ri=XN 28 ai- 80 =m(k) - sik
25: ¢j22£1ai'bij
. +1 _ rj+alocal‘wjt~
26: W] - ¢j+alocal
27: end for
28: end if
29: end for

4 Implementation

GIsT operates across multiple deployment environments,
from simulation to real microcontrollers, while maintain-
ing the same foundational algorithms [1]. Each device acts
as an autonomous entity. Upon startup, a device generates
the parameters of the local neural network model. In our
simulation environment, devices are always synchronized
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Figure 4: Accuracy comparison over different models and datasets.

in their communication rounds. On the contrary, real and
emulated devices operate independently, leading them to be
at different training and communication rounds at times. For
emulation and real microcontrollers, we implemented the op-
erations and algorithms at a low level using C. We build our
implementation on top of AIfES [32]. This includes imple-
mentation of the proposed segmentation, aggregation, data
manipulation, communication, flattening of tensor objects
and careful handling of memory; required to meet hardware
limitations. We implemented the simulation environment in
Python and integrated PyTorch libraries [6, 19, 23]. For simu-
lation, we utilize high-level functions that simplify accessing,
flattening, and loading weights back into the model. In our C
implementation, computational operations are executed us-
ing allocated tensors, where the parameters included in the
bitmaps are updated. Data types safety and race-condition
prevention are ensured through thread locks, and aggrega-
tion is done incrementally to minimize memory consumption.
This means the received segments are summed in a receiver
array before the aggregation happens.

> Communication. At the beginning of each run, the device
starts a service delegated to a single thread to listen for all
incoming messages after registering to the network interface.
Service Discovery. While initializing, the nodes broadcast
their service to the neighboring nodes as part of the service
discovery. We implement this in a blocking fashion, mean-
ing that all nodes should pass this phase upon startup and
before starting training and aggregating results. Each device
sends a message after binding to the target Transmission
Control Protocol (TCP) socket, and receiver devices send
back a message with their device ID. Microcontrollers then
save available nodes in the network for later communication
between each other via direct TCP connections.
Messaging Scheme. A device trains its model locally and
then segments the resulting parameters before each com-
munication round into multiple parts with the selected seg-
mentation method. All of the methods share these selected
segments with a random subset of discovered devices. As
Fig. 3 depicts, a message packet transmitted between devices
consists of two main components: a header and the payload
comprising model parameters. The header includes the de-
vice accuracy from the sender device over the commonly
shared test dataset and a bitmap array marking the locations

FLEdge-Al *25, November 4-8, 2025, Hong Kong, China
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of the shared parameters inside the segment. The payload
contains flattened parameter values of the model, that are
serialized strings of floating point values. Upon receiving the
message packet, the device first parses the header to keep
the accuracy rate of the sender device and the bitmap. The
payload is then divided into individual float values, which
are integrated together with other received segments accord-
ing to their positions using the bitmap information. This
approach allows each device to accurately integrate parame-
ter updates and offer a structured and efficient way to merge
them with the device’s local model for the aggregation phase.

5 Evaluation

We evaluate Gist on different environments and under differ-
ent conditions, and compare it with state-of-the-art methods.
> Baselines. We select several methods for evaluation. We
implement them focusing on contributions to training, seg-
mentation, and aggregation. The baselines include:

(D Centralized Method: Aggregates all model parameters
from all devices, averages them, and obtains a global model.
We then load this global model back to each device. This
setup imitates traditional FL methods with a central server
and ensures efficient aggregation of all learned information.
(2 Decentralized Federated Averaging (DFA) [26] and
(3 Segmented DFA (SDFA): DFA uses a basic decentral-
ized setup without segmentation or adaptive mechanisms. It
performs full model updates. We also implement Segmented
DFA using uniformly distributed randomized segmentation
as a custom version of DFA for better comparison.

@ Segmented Pulling (SP) [9]: Requests segments from
other devices after segmentation. It uses a system for de-
vices to pull specific segments of model parameters from
their neighbors and create model replicas from received seg-
ments. We additionally implement and include AdaStair [31],
a method that dynamically adjusts the local learning rate of
a device based on the round that the device is in, and sends
segments randomly. AdaStair complements our approach.

> Models. Gist and our implementation are model-agnostic
and support various models. We select models that can be
easily trained and run on microcontrollers, and are supported
by the Machine Learning (ML) framework AIfES [32], includ-
ing a model with Fully-Connected Network (FCN) layers and
more complex LeNet5 [15] and MobileNet [8] models.
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> Dataset. We use multiple datasets deployable on tiny micro-
controller devices, including MNIST [7] and CIFAR-10 [14],
while adjusting the model inputs. We evaluate different data
distribution scenarios for each dataset, including i.i.d., uni-
form non-i.i.d., and Dirichlet-driven distributions. We con-
figure each device with 600 images available locally, and use
150 images from this dataset for training in each experiment.
> Infrastructure. We perform evaluation on three different
experimental environments [1]:

@ Simulation: A modular and expandable framework around
a control loop for faster testing without physical hardware
limitations. The goal is to imitate the real-life environment
of a DFL system yet faster in testing and development.

@ Emulation: A network of ESP32-S3 emulated devices
was setup that we developed based on QEMU [4, 24] to test
the practical feasibility of utilizing DFL on IoT hardware
with the compiled firmware and realistic system constraints.
3 Real Hardware: We use up to ten ESP32-S3-DevKitC-1
boards for real-world validation.

> Metric. Test accuracy of the local models after each com-
munication round is the primary evaluation metric used in
the framework. For better comparison, we run each configu-
ration with different seeds and compare their average.

5.1 Results

Accuracy on different models and datasets. We evaluate
GisT in two different settings: with and without the addi-
tion of the Adastair method which is complementary to our
proposal. Figure 4 shows accuracy through time over the
course of maximum 200 asynchronous update rounds for a
fully-connected model on MNIST, MobileNet on CIFAR-10,
and LeNet5 on MNIST. Across the board, GisT achieves 4-5%
higher accuracy over time and after convergence against the
best method. When combined with Adastair, the gap grows
larger to up to 20% on different infrastructures and tasks.

Accuracy on the network of real tiny devices. Figure 6
depicts convergence over time on a network of 10 microcon-
trollers. The results show similar trends comparative to the
simulation experiments, where our segmentation proposal
achieves the best accuracy on average and after convergence.
Performance at scale. To investigate the performance of
different methods at scale while facing real-world constraints

Figure 7: Emulation re-
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Figure 8: Impact of different number of segments.

and condition, we performed DFL on our emulation setup
with 200 interconnected devices. Figure 7 shows a clear cut
between GIsT and the rest when the number of participating
devices increase by an order of magnitude, further highlight-
ing its value in real-world scenarios where the number of
devices may grow to a few hundreds to thousands.

Impact of our success-based aggregation. To understand
the impact of our success-based aggregation mechanism, we
evaluate the convergence trend with and without it. As in
Fig. 5, it always outperforms the vanilla aggregation. The
difference becomes more evident after the initial 25 rounds.
Fewer segments or more? We evaluate the methods that
utilize segmentation strategies for two different segmenta-
tion counts, two and six segments (Fig. 8). While Segmented
DecFedAvg and AdaStair perform better when devices send
a larger portion of their model parameters, 50% in this case,
GisT’s performance improves with higher number of seg-
ments, demonstrating the efficiency of our importance-based
segmentation algorithm.

6 Conclusion

This paper introduced GisT, a DFL method for resource-
constrained tiny IoT devices. By synergistically combining
our importance-based parameter segmentation, probabilistic
sharing, and a success-based aggregation mechanism, Gist
efficiently prioritizes the exchange of impactful model up-
dates. This design ensures that information is propagated ef-
fectively to accelerate convergence, while maintaining model
diversity by periodically sharing less important parameters.
Our evaluation, spanning simulations of different models
on different tasks, large-scale realistic emulation, and de-
ployment on a physical cluster of ESP32-S3 microcontrollers,
validates the effectiveness of our approach. Across various
models and datasets, G1sT consistently outperforms estab-
lished baselines, achieving higher accuracy and faster con-
vergence, particularly in scaled-up scenarios. The results
confirm that our method is not only scalable but that its
core components—notably the success-based aggregation
and fine-grained, importance-aware segmentation—are key
features. By enabling more efficient and robust collaborative
learning on tiny devices, GIST represents a step toward the
practical realization of decentralized tiny ML.
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